Femtosecond pulse propagation in air: Variational analysis
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We use a variational method to study the phenomenon of intense femtosecond pulse propagation in air. This method allows us to obtain a semianalytical solution to the problem in which a wide range of initial conditions can be studied. In addition, it provides a simple physical interpretation, where the problem is reduced to an analogous problem of a particle moving in a potential well. Different types of possible solutions are considered, with focus upon the main physical interpretations. The results recapture at least qualitatively some of the major experimental observations, and previous numerical simulations.
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I. INTRODUCTION

In the last several years, there has been an interest in the propagation of femtosecond pulses in air undergoing multiphoton ionization [1–8]. Experimental studies in the laboratory have shown that such pulses can propagate tens of meters [1–3], beyond the Rayleigh range of the laser beam. In fact it has been suggested that these pulses propagate up to 12 km in the atmosphere, based upon experimental studies by the group in Jena, Germany [4]. The detailed characteristic of the produced filament is not known in their experiment, but they do observe the generation of white-light along the filament. Applications of this phenomenon include remote sensing [4] and lightning discharge control [8].

The problem is complicated in general since it involves pulses that are on the order of the femtosecond scale and undergo strong spatial and temporal reshaping. In addition, the field interacts strongly with the medium, leading to multiphoton ionization of air molecules, which in turn creates a plasma. This is a regime not widely studied, in which both the temporal as well as spatial dynamics of the laser are equally important and cannot be separated from each other.

It has been suggested that the underlying physical mechanism leading to the long-range propagation is a dynamic balance between self focusing and defocusing, created by the plasma via multiphoton ionization. Several models in this respect including the self-guided pulse propagation [1,2], modified moving-focus model [3] and dynamic spatial replenishment [5] have been proposed. Due to the fact that the dynamics is complicated it has not been easy to interpret the experimental results through numerical simulations using the nonlinear Schrödinger equation.

Our aim here is to make a qualitative analytical assessment of the problem and to provide direct physical insight to an otherwise complicated problem. Particularly, our aim is to show that the defocusing created by the plasma generation behaves like an effective higher-order nonlinear susceptibility, \( \chi^{(n)} \). This explicit connection will provide a better understanding on how the balance between self focusing and defocusing is created and its consequence on the pulse propagation. Our methods are based on the variational method, which has been successfully implemented in various propagation problems such as self focusing in a bulk medium [9], and pulse propagation in dissipative systems [10]. It has the advantage of providing a semi-analytical result without resorting to lengthy computational simulations.

Since the plasma generation plays an important role in the defocusing mechanism it is important that the multiphoton ionization model based on direct experimental measurements for the constituents of air, namely nitrogen and oxygen be used in numerical simulations. In previous numerical simulations, multiphoton ionization models based on Szöke, ADK (Ammasov, Delone, Kraniov) and Keldysh models have been used to describe the multiphoton ionization in air. Using these models some of the experimental results can be explained qualitatively, however for more realistic calculations it is necessary to use an ionization model that agrees well with the experiment. A semiempirical model has been obtained for the ionization rates of nitrogen and oxygen [11], which we will make use of in our calculations.

We will show using our analytical model how the self focusing and defocusing created by the generated plasma via multiphoton ionization can lead to a long distance propagation. Our analysis is not restricted to pulse propagation in an ionizing medium but can also be applied to pulse propagation in a medium that exhibits higher-order defocusing effects arising from a different physical origin. This makes our approach more general in that certain results can be connected to other studies related to laser beam propagation in a medium that exhibits higher-order defocusing effects. Despite the simplicity and approximations employed in our calculations, the results are at least qualitatively in good agreement with experimental observations and previous numerical simulations.

II. MODEL

Here, we consider the propagation of a linearly polarized laser beam in air. From Maxwell’s equations we obtain the following scalar wave equation [12]...
Here, $P_{NL} = \chi^{(3)} E^3 + \chi^{(5)} E^5$ is the nonlinear polarization, where $\chi^{(3)}$ and $\chi^{(5)}$, respectively, are the third and fifth order nonlinear susceptibility coefficients of the medium, and $\epsilon_0$ is the linear dielectric constant of air. The strong interaction of the radiation field with the air molecules produces an electron density, through the multiphoton ionization process, that forms in the retarded coordinate system $(\tau = t-z/v_g)$, respectively, where $n_e$ is the electron density and $\tau_{col}$ is the collision time of the electrons in air, which is on the order of picoseconds. The electric field can be written as

$$E(x,y,z,t) = \mathcal{E}(x,y,z,t)e^{i(kx-\omega t) + \text{c.c.}},$$

where $\mathcal{E}$ is assumed to be a slowly varying envelope function. Using Eq. (2) in Eq. (1) and applying the slowly varying envelope approximation, Eq. (1) takes the following form in the retarded coordinate system $(\tau = t-z/v_g)$ and $v_g = c/\sqrt{\epsilon_0}$:

$$\frac{\partial E}{\partial \tau} + \frac{1}{2k} \left( \frac{\partial^2 E}{\partial x^2} + \frac{\partial^2 E}{\partial y^2} \right) + \Delta n \mathcal{E} + \left[ \frac{2\pi e^2 N_e(\mathcal{E})^2}{kme^2\omega \tau_{col}} \right] + i \Gamma_{\text{MPA}}(|\mathcal{E}|^{2n-2}) \mathcal{E} = 0,$$

and

$$\Delta n = n_2 k_0 |\mathcal{E}|^2 - n_4 k_0 |\mathcal{E}|^4 - \frac{2\pi e^2 N_e(\mathcal{E})^2}{kme^2 \omega \tau_{col}}.$$  \hspace{1cm} (3)

Here, $n_2 = 12\pi^2 \chi^{(3)}/n_0 \epsilon_0$, and $n_4 = 80\pi^3 |\chi^{(5)}|/n_0^3 \epsilon_0^2$, which are given in units of cm$^2$/W and cm$^4$/W$^2$, respectively, and $n_0 = \sqrt{\epsilon_0}$ is the index of refraction of air. The last term in Eq. (3) comes from the contribution of the plasma, where we assumed that $\omega \tau_{col} \gg 1$. The last two terms in Eq. (3) represent absorption by the plasma and multiphoton absorption losses, respectively, where $\Gamma_{\text{MPA}} = N_0 a^{(n)}/2n\hbar \omega$. The generated electron density, $n_e$, is governed by

$$\frac{\partial N_e}{\partial \tau} = -\mathcal{R}(|\mathcal{E}|^2).$$

Here $N_0$ is the density of neutral atoms, and $\mathcal{R}(|\mathcal{E}|^2) = a^{(n)}(|\mathcal{E}|^2)^n$ is the rate of ionization for nitrogen (oxygen), where $n$ is the effective order of the ionization process, which is determined from direct experimental measurements [11]. We assume that air is a mixture of nitrogen (80%) and oxygen (20%). Equation (5) can be integrated to yield

$$N_e = \int_{-\infty}^{\tau} N_0 a^{(n)}(|\mathcal{E}|^2)^n d\tau'.$$

Using a simple integration rule, the electron density can be approximated for an integration up to the peak of the pulse, as $N_e = g(\tau) N_0 a^{(n)}(|\mathcal{E}|^2)^n$, where $g(\tau) = 0.5(\tau_{\text{min}} + \tau)$. Here, $\tau_{\text{min}}$ is a cutoff determined by the initial pulse. It is important to note that the electron density has to be evaluated at each propagation distance, which does not pertain in this case. However, as we will demonstrate later most of the important physics is still retained in this approximation. Making this approximation not only simplifies the calculations but also makes the interpretation more transparent. Then Eq. (3) can be written as

$$i \frac{\partial \mathcal{E}}{\partial \tau} + \frac{1}{2k} \left( \frac{\partial^2 \mathcal{E}}{\partial x^2} + \frac{\partial^2 \mathcal{E}}{\partial y^2} \right) + \alpha |\mathcal{E}|^2 \mathcal{E} - \beta |\mathcal{E}|^4 \mathcal{E} - \gamma |\mathcal{E}|^2 \mathcal{E} + i \Gamma_p(|\mathcal{E}|^{2n} + \Gamma_{\text{MPA}}(|\mathcal{E}|^{2n-2}) \mathcal{E} = 0,$$

where $\alpha = n_2 k_0$, $\beta = n_2 k_0$, $\gamma = 2\pi e^2 / km_e^2 \omega N_0 a^{(n)} g(\tau)$, and $\Gamma_p = 2\pi e^2 / \omega N_0 a^{(n)} km_e^2 \omega \tau_{col}$. Equation (7) describes the propagation of an intense femtosecond pulse in the presence of a self-induced plasma and possible higher-order nonresonant nonlinear effects $\chi^{(5)}$, arising from the higher-order polarizability of the air molecules. Equation (7) includes the most important physical ingredients of the more general propagation problem, such as diffraction, self focussing and defocusing. Here, we use parameters close to the experiment performed at Laval University [7] in order to make a qualitative comparison with their results. We consider the propagation of a 800 nm laser pulse with a pulse duration of 220 fs [full width at half maximum (FWHM)]. The nonlinear index of refraction for air is taken as $n_e = 4.0 \times 10^{-19}$ cm$^2$/W [13] corresponding to a critical power $P_{cr} = 2.5$ GW, where $P_{cr} = k_0^2 / 2n_0 a_0^2$ is the critical power for self focusing for a CW beam in a simple Kerr medium. The density of neutral atoms in air is taken to be $N_0 = 3.0 \times 10^{19}$ cm$^{-3}$. The multiphoton ionization transition rates were obtained from the experiments at Laval University. We find that their experimental data can be fitted to the form $a^{(n)}(|\mathcal{E}|^2)^n$, that is valid in the intensity range of $10^{13}$ W/cm$^2$ to $2 \times 10^{14}$ W/cm$^2$. This yields for oxygen $a^{(n)} = 1.29 \times 10^{-65}$ s$^{-1}$ (cm$^2$/W)$^n$ with $n = 5.51$ and for nitrogen $a^{(n)} = 4.45 \times 10^{-84}$ s$^{-1}$ (cm$^2$/W)$^n$ with $n = 6.78$ [11]. Since there is no experimental data available below $10^{13}$ W/cm$^2$, we do not know if the slopes can be extended to lower intensities. However, in our analysis it is estimated that self focussing is mostly dominant up to $10^{13}$ W/cm$^2$. Thus the plasma contribution may be neglected below $10^{13}$ cm$^2$/W. From the fitted slopes, it turns out that oxygen is more dominant in the plasma generation than nitrogen, which is reasonable in view of the lower ionization potential of O$_2$ (12.1 eV) as compared to that of N$_2$ (15.58 eV). In our model we have included the next higher-order nonlinear term of the susceptibility function, corresponding to a $\chi^{(5)}$ effect. Information on the sign and magnitude on higher-order nonlinear susceptibilities are not as widely available as $\chi^{(3)}$. However, in this paper we will use an estimated value for $\chi^{(5)}$ and determine its effect on the pulse propagation. One possible estimate for $\chi^{(5)}$ can be estimated from the fact that $\chi^{(5)} \sim 1/E_{at}$ and $\chi^{(3)} \sim 1/E_{at}^2$ where $E_{at}$ is the atomic field strength, then $\chi^{(5)}/\chi^{(3)} \sim 10^{-12}$ [14] (for nonresonant interactions). For typical gases $\chi^{(3)} \sim 10^{-18} - 10^{-17}$ (esu) then $\chi^{(5)} \sim 10^{-30} - 10^{-20}$ (esu). This is only an estimate for the mag-
mitude of $\chi^{(5)}$ but does not give any information on the sign. Some numerical and experimental studies have been done for some gases in regard to higher-order harmonic generation. For some noble gases such as $Ar$, $|\chi^{(5)}| = 10^{-28}$ (esu) and $Xe$, $|\chi^{(5)}| = 10^{-28}$ (esu) ($\lambda_0 = 1064$ nm, 694 nm) [15,16], whose ionization energies are close to nitrogen and oxygen, respectively. In our calculations we will use $|\chi^{(5)}| = -3.6 \times 10^{-29}$ (esu) which corresponds to $n_f = 10^{-32}$ cm$^3$/W$^2$ and determine qualitatively its contribution to the defocusing in addition to the plasma generation via multiphoton ionization. It is important to note that the magnitude and sign of $\chi^{(5)}$ strongly depends on the laser frequency as well as on the structure of the atomic spectrum.

A. Variational method

Equation (3) in general must be solved together with Eq. (5) numerically. However, in regard to Eq. (7) the problem can be solved by using a variational method. The variational approach is only an approximation and is as good as the initial trial solution. However, the advantage of this approach is that it provides a semianalytical result that can be analyzed much easier and in most cases gives a simple physical insight to the problem. The variational method is based on defining a Lagrangian functional for the system from which the equations of motions can be derived.

Let us write the total Lagrangian as

$$L = L_C + L_{NC},$$

where $L_C$ denotes the conservative and $L_{NC}$ the nonconservative part of the total Lagrangian, respectively. Equation (7) can be derived from the Lagrangian in the presence of losses as [10]:

$$\frac{\delta L}{\delta \xi} = \frac{\partial L_C}{\partial \xi} - \frac{\partial L_C}{\partial \xi} = Q,$$

where

$$L_C = \frac{i}{2} \left( \frac{\delta \xi^*}{\delta z} - \xi \frac{\delta \xi}{\delta z} + \frac{1}{2k} \left( \frac{\delta \xi}{\delta x} + \frac{\delta \xi}{\delta y} \right) \right) - \frac{\alpha}{2} |\xi|^4$$

+ $\frac{\beta}{3} |\xi|^6 + \frac{\gamma}{n+1} |\xi|^{2n+2}$

and $Q = -i \Gamma_{MPA} |\xi|^{2n-2} C - i \Gamma_{MPA} |\xi|^{2n}$.

In general, $\xi$ can be expanded in terms of a complete set of eigenfunctions. However, here we restrict ourselves to the following trial solution for the electric field envelope,

$$\xi(z, x, y, \tau) = A(z, \tau) e^{-(x^2 + y^2)/a_0^2(z, \tau)} e^{ib(z, \tau)(x^2 + y^2) + i \phi(z, \tau)}.$$

Here, $A$, $a$, $b$, and $\phi$ are variational parameters and depend both on $z$ and $\tau$. These variational parameters are sufficient to describe the dynamics of the problem, including the effect of self-phase modulation through $b(z, \tau)$. We consider a collimated input laser pulse focused by a lens. The focused field is assumed to be

$$\mathcal{E}(0, x, y, \tau) = \mathcal{E}_0 e^{-\frac{1}{2} |x|^2/2} + U(a),$$

Here, the pulse length at full width at half maximum (FWHM) of the irradiance is given by $\tau_{FWHM} = \sqrt{2 \ln 2} \tau_0$, (for $\tau_{FWHM} = 220$ fs, $\tau_0 = 187$ fs), $a_0$ is defined as the beam radius at $1/e^2$ of the irradiance, and $f$ is the focal length of the lens. The Rayleigh range (diffraction length) of the input beam is defined as $z_R = k a_0^2/2 = \pi a_0^2 n_0/\lambda_0 = 4 \times 10^4 a_0^2$ for $\lambda_0 = 800$ nm.

In what follows, we neglect the absorption losses due to the plasma ($\Gamma_p = 0$). In general this may not be the case and losses due to the plasma should be included in more quantitative numerical calculations. Inserting the trail solution (11) into the Lagrangian (10) and integrating over the transverse coordinate we obtain the reduced Lagrangian $\langle L_C \rangle(z, \tau) = \int L_C dx dy$, which depends only on the variational parameters and the independent variables $z$ and $\tau$. The equations of motion for those variational parameters in the presence of MPA, are found from [10],

$$\frac{\partial}{\partial \mu_i} \left[ \frac{\partial \langle L_C \rangle}{\partial \mu_i} \right] - \frac{\partial \langle L_C \rangle}{\partial \mu_i} = 2 \text{Re} \int Q \frac{\partial \xi^*}{\partial \mu_i} dx dy, i = 1, \ldots, 4,$$

where $\mu_i = A, a, b, \phi$ ($i = 1, \ldots, 4$). This leads to the following set of coupled equations:

$$\frac{\partial A}{\partial \tau} = 2 b a + \frac{\Gamma_{MPA} k}{n \pi} \left( \frac{2}{a_0^{2n-1}} a_0^{2n-4} - \frac{1}{a_0^{2n-3}} \right) \left( 1 - \frac{a_0^4}{2n} \right),$$

$$\frac{\partial b}{\partial \tau} = \frac{2}{a_0^4} - 2 b^2 - \frac{2 P}{a_0^4} + \frac{4 \gamma n k^2 P_{cr}^{n-1}}{a_0^{2n-2}} \left( 1 \right) a_0^{2n-2} \left( 2n+2 \right) a_0^2$$

$$= \frac{16 \beta \kappa^2 P_{cr}^2}{9 \pi^2 a_0^2} a_0^6.$$

Equations (14)–(16) are rescaled so that they are in dimensionless units: $z$ is in units of $k a_0^2$, $a/a_0 \rightarrow a$, $b a_0^{-2} \rightarrow b$, $\tau \tau_0 \rightarrow \tau$, and $P/P_{cr} \rightarrow P$. Here, the total power $P = \int |\xi|^2 dx dy = A^2 a^2 \pi / 2$, and $P_{cr} = \lambda_0^2/2 \pi n_0 a_2$ is the critical power for self-focusing for a CW laser beam. Consider first the case of no losses ($\Gamma_{MPA} = 0$) then from Eq. (15) it can be seen that the total power is conserved along the direction of propagation, so that $P(z, \tau) = P_0(\tau)$. In this case Eqs. (14)–(16) can be combined to give

$$\frac{1}{2} \left( \frac{\partial A}{\partial \tau} \right)^2 + U(a) = 0,$$

where
\[ U(a) = \frac{2}{a^2} - \frac{2P_0(\tau)}{a^2} + \frac{8 \gamma nkP_{cr}^n2^n}{2n \pi^2(n+1)(2n+2)\bar{a}_0^{2n-2}} P^e_0(\tau) \frac{P^e_0(\tau)}{a^{2n}} \]
\[ + \left( \frac{8 \beta k P_{cr}^2}{9 \pi^2 \bar{a}_0^2} \right) P^2_0(\tau) + C(\tau) \]

and \( C(\tau) \) is a constant of integration determined by the initial conditions

\[ C(\tau) = -2 + 2P_0(\tau) - \frac{8 \gamma nk2^3P_{cr}^n}{2n \pi^2(n+1)(2n+2)\bar{a}_0^{2n-2}} P^e_0(\tau) \]
\[ - \left( \frac{8 \beta k P_{cr}^2}{9 \pi^2 \bar{a}_0^2} \right) P^2_0(\tau) - 2 \bar{b}_0^2. \]

Here, \( \bar{b}_0 \) describes the initial wave front divergences of the laser beam, i.e., for a collimated beam \( \bar{b}_0 = 0 \). Equation (17) describes the motion of a classical particle moving in a potential well \( U(a) \).

Here, \( a \) describes the position of the particle, and \( z \) acts as a fictitious time variable. As we can see from Eq. (18) in the absence of defocusing effects the initial beam radius as well as critical power does not appear explicitly in the equations, however, in the presence of defocusing effects the equations are dependent on the initial beam radius as well as critical power. This dependence scales in powers of \( n \), in other words small changes in these parameters could result in significantly different results.

**B. Self-focusing in a simple Kerr Medium (\( \gamma = \beta = 0 \))**

Neglecting ionization and higher-order nonlinearity (\( \gamma = \beta = 0 \)), Eq. (17) can be integrated exactly to yield (here we assume an initially collimated beam so that \( \bar{b}_0 = 0 \))

\[ a(z, \tau) = \sqrt{1 - 4(P_0(\tau) - 1)z^2} \]

The intensity is then easily found as

\[ I(z, \tau) = \frac{2P_0}{\pi a^2} \left( \frac{2}{\pi} \frac{P_0(\tau)}{1 - 4(P_0(\tau) - 1)z^2} \right). \]

Considering the CW case (\( \tau = 0 \)) it can easily be seen from Eq. (20) that when the initial power \( P_0 < 1 \), the beam radius \( a(z) \) increases with \( z \) (diffraction), whereas when \( P_0 > 1 \) the beam radius decreases with \( z \) (self focusing) and collapses \( [a(z_c) = 0] \) at a finite distance given by \( z_c = 0.5/\sqrt{P_0 - 1} \) (in units of \( ka_0^2 \)).

When the input power is time dependent it is known that self focusing leads to the compression of the pulse [17]. This effect can be seen in Fig. 1, where the on-axis temporal intensity profile is plotted as a function of the propagation distance. Clearly, as the pulse approaches the distance of collapse, it has been significantly compressed due to self focusing.
found by solving Eq. (17) numerically, is plotted as function of propagation distance $z$, in agreement with the potential analogy.

As the initial beam radius is decreased to some $a_0 = a_s$ (for fixed $P_0$) the minimum point of the potential in Fig. 2(a) will move and coincide exactly at $a = 1$, where $U(a) = 0$. In this case the beam diameter remains unchanged during propagation. This condition can be found from $dU/da|_{a=1} = 0$, which leads to the following relation between the power and beam radius:

$$
\left[ \frac{8 \gamma n^2 k P_{cr}^{2n} 2^n}{2 n \pi^2 (n + 1)(2n + 2)a_s^{2n-2}} \right] P_s^n - 2 P_s + 2 = 0. \quad (22)
$$

Here, $P_s$ is the power of the self-trapped beam with a beam radius of $a_s$. When $\gamma = 0$ the condition reduces to the one for a simple Kerr medium, $P_s = 1$ (in units of $P_{cr}$). However, the main difference is that in a defocusing medium the potential has a local minimum, thus the propagation is expected to be stable.

Next, we consider the case when the laser beam is focused with a positive lens (creating an initial converging beam wave front). This might change significantly the characteristics of the beam propagation, depending on the initial beam radius and the focal length of the converging lens. We consider the case of a beam being focused by a positive lens with a focal length $f = 150$ cm (we choose this particular value in order to make a comparison with experimental results). First, we consider a larger beam radius $a_0 = 0.55$ cm. In Fig. 3(a) the potential is plotted without the lens (collimated beam) (solid line) and using the lens (converging beam) (dotted line). As it can be seen for a collimated beam the potential crosses at two points on the axis which would

FIG. 2. Shown are (a) the potential $U(a)$ in which the particle moves as a function of $a$, and (b) the beam radius $a(z)$ (in units of the initial beam radius $a_0$) as a function of propagation distance $z$. The initial beam radius is $a_0 = 0.05$ cm and $P_0 = 10$. The solution corresponds to the case where the particle is released from $a = 1$ at rest. When there is no defocusing effect the potential diverges (dotted line) and the particle (open circle) rolls towards $a = 0$, i.e., the beam radius approaches zero (beam collapse). However, in the presence of defocusing there is significant change in which the defocusing effect becomes dominant at some position and stops the focusing at $a_{min}$ (solid line). Here the particle (solid circle) will oscillate between $a = 1$ and $a_{min}$. If there are no losses these oscillations will continue indefinitely. This oscillation manifests itself as a focusing and defocusing of the beam radius shown in (b).

FIG. 3. Plotted is (a) the potential $U(a)$ for a laser beam with $a_0 = 0.55$ cm and $P_0 = 10$ and (b) the peak intensity (in units of $P_{cr}/a_0^2$) as a function of the propagation distance. In the case of an initially collimated beam the potential crosses the axis at two points (a) (solid line), whereas for an initially converging beam (focus by a converging lens with $f = 150$ cm) the potential crosses the axis at one point only (a) (dotted line). For the case of an initially converging beam the solution corresponds to case where the particle is initially pushed (dotted line) and comes to rest at some $a_{min}$. However, since the potential does not cross the axis again the particle escapes to infinity and the beam diffracts. The solution to this case is given in (b) where the peak intensity is plotted as function of distance. As it can be seen the particle focuses once and then rapidly defocuses, in agreement with the potential analogy.
result in an oscillatory solution discussed earlier. However, in the presence of a converging lens, the effect of the lens has pushed down the potential such that it only crosses at one point of the axis which is the point where self focusing is stopped. In this case the solution corresponds to the case in which the particle is pushed at $a=1$ (in other words the lens provides an initial kinetic energy to the particle), and the particle as before will come to rest at some $a_{\text{min}}$, however, on the way back, since the potential does not cross the axis it will escape to infinity, causing diffraction. The solution to this case is given in Fig. 3(b), in agreement with our qualitative discussion. As the initial power is further increased the initial gap created by the lens effect will close, in other words the potential will eventually cross two points on the axis. However, this may occur at very high input powers. As the initial beam radius is decreased the effect of the lens becomes negligible. In our analysis, there is a transition around $a_0=0.1$ where the lens effect becomes less important. Thus the beam radius as well as the focal length of the lens (i.e., curvature of the beam front) have an important effect on the beam propagation, which will become more apparent in the next section. It is important to note that the period as well as the amplitude of these oscillations depend strongly on the input power and beam radius. For a larger beam radius the refocusing occurs at further distances than with a smaller beam diameter. In addition, for a given initial beam radius the distance between focusing and refocusing decreases as the initial power is increased.

2. Dynamics of the entire pulse

To make a connection with specific experiments we consider that the laser beam is focused with a lens of focal point $f=150$ cm. We start by setting $g(\tau)=1$, which would correspond to a case where defocusing is created by a higher-order nonlinear susceptibility. First, we consider an input beam radius $a_0=0.55$ cm and initial power $P_0=5.0$. In Fig. 4, we plot the on-axis peak intensity as a function of the propagation distance (we define the on-axis intensity as the global maximum value of the pulse for the transverse coordinate $r=0$) (solid line). It can be seen that the beam focuses before the linear focal point due to self focusing but then diffracts after the geometrical focal point. The dotted and dotted-dashed lines correspond to two different pulse slices for $\tau=0$ and $\tau=0.5$ (in units of $\tau_0=187$ fs), respectively, which correspond to slices that are above the critical power for self focusing. The long-dash line on the other hand corresponds to a time slice ($\tau=1.25$) that is below the critical power so that self focusing does not take place, and the maximum of the intensity occurs between $z_L=f/[(1 + (f/z_R)^2)]$ and $f$.

In Fig. 5 we plot the on-axis temporal intensity profile for $z=145$ cm (solid line) and $z=147$ cm (dotted line). As can be seen the pulse is reshaped around the focal region, in which two peaks appear, that on further propagation separate from each other. The peak of the leading pulse is shifted towards earlier times. This is consistent with previous numerical simulations [3,5,6]. However, the appearance of the second peak behind the leading one would be suppressed since it interacts with the plasma. In addition, this reshaping can significantly differ when the retarded Kerr nonlinearity and/or group velocity dispersion (GVD) are taken into account [5,6]. The important result is that as the pulse approaches the focal region a strong reshaping of the pulse occurs. This is a consequence of the combined effect of self focusing and defocusing. The strongest slice ($\tau=0$) focuses first. Other slices will focus further away. Around the focal point the $\tau=0$ slice has started to defocus, but the earlier slices are still coming to a focus. Thus when looking at that propagation distance we see the reshaping of the pulse. The fact that each time slice experiences a different portion of the defocusing can be qualitatively accounted for by considering $g(\tau)=0.5(2+\tau)$. In Fig. 6, the on-axis intensity is plotted for the same initial conditions as in Fig. 4. Here, some of the early slices ($\tau<0$) experience less defocusing and reach a higher intensity in order to stop the focusing. As a result the
overall on-axis intensity profile is smoother when compared to Fig. 4.

In previous experiments the critical power for self focusing in air was estimated to be in the range of 6-10 GW [1,3]. In the present mentioned experiment this would correspond to about 1.5–2.5 mJ. In the experiment performed by the group at Laval University, the photon signal of both \( N_2 \) and \( N_2^* \) are collected along the propagation direction for various input energies. The photon signal is related to the peak intensity of the pulse, the higher the intensity, the higher is the photon signal [7]. In Fig. 7(a) the experimental results are shown for an input beam radius of 0.55 cm. Up to 20 mJ the intensity profile is approximately symmetric with respect to the maximum intensity and only one focal point is present. This is in good agreement with our variational result, where no refocusing occurs beyond the geometrical focal point as seen in Fig. 6. As the initial pulse energy is increased further the on-axis intensity does not fall rapidly beyond the geometrical focal point in which a shoulder is developed [see Fig. 7(a)]. One possible explanation to this phenomenon might be due to absorption losses. In Fig. 8, the on axis intensity is plotted for \( a_0 = 0.55 \) cm in the presence of multiphoton absorption. As we can see there is a shoulder beyond the geometrical focal point in the presence of losses (solid line) when compared without any losses (dotted line). One can explain this effect in terms of the mechanical analogy in which the particle loses sufficient energy to be trapped in the well for a while causing small oscillations.

When the initial beam radius is increased even further the potential is pushed further down by the lens effect such that one would expect the on-axis intensity to resemble the one given in Fig. 6. In fact this has been seen experimentally at Laval University where they used a beam with radius of 1 cm focused by a lens with \( f = 100 \) cm, and a pulse energy of 20 mJ. The one axis intensity shows a behavior similar to the one shown in Fig. 6. The effect of the focal length on the pulse propagation was also observed experimentally by Nishioka et al. [18]. They observe no filament formation when a smaller focal length was used, which is consistent with our analysis.

On the other hand, when the beam radius is reduced to 0.05 cm a dramatic change occurs in the propagation. From the previous analysis we showed that the beam undergoes an oscillatory behavior. In Fig. 9, we plot the on-axis intensity as a function of \( z \) for \( g(\tau) = 1 \). The situation is now significantly different than the previous case where there was no refocusing. As can be seen from Fig. 9 each slice above the critical power refocuses again, but at different locations. When we look at the overall on-axis intensity we see that the pulse first focuses and then defocuses and focuses again and this may repeat itself at further distances but it is not as apparent as the first one. The refocusing of the pulse has been previously observed in numerical simulations [3,5,6]. It seems that as the pulse further propagates the on-axis intensity appears to be unchanged despite the fact that all the different slices still oscillate. However, it is important to note that although the intensity remains unchanged over a long distance this is quite different than the usual self guiding
mode discussed first by Chiao et al. [19]. Here, the situation is more dynamic and involves both the temporal as well as spatial variation of the laser beam.

Perhaps, a more interesting aspect of the pulse propagation is the reshaping of the pulse during propagation. As we have shown in the previous case, there is a significant reshaping of the pulse whenever the pulse starts to focus. This phenomenon also occurs in this case but it is more dynamic. In Fig. 10, the temporal on-axis intensity profile is plotted as a function of the propagation distance. In Fig. 9, we see that around \( z = 40 \) cm the pulse has come to a focus, when compared with Fig. 10 we see the reshaping of the pulse around that point. Again from Fig. 9 it can be seen that a second refocusing occurs around \( z = 120 \) cm, which manifests itself as a second pulse reshaping process as it can be seen in Fig. 10. This observation agrees qualitatively with previous numerical simulations [3,5,6]. In Ref. [6], the pulse splitting is clearly demonstrated in their numerical simulations for an instantaneous Kerr response. The two pulses then separate further away from each other upon further propagation, which is also seen in our calculations. The subsequent reshaping of the pulse and a secondary splitting has also been shown in Ref. [5]. The main difference between their result and ours is in the quantitative temporal shape of the pulse. The physical reason for the reshaping of the pulse comes from the fact that each slice focuses and refocuses at different positions, so that at a given position one slice might come to a minimum whereas another slice might be at its maximum. Consequently, when we look at a certain position we see the pulse being reshaped. This reshaping process will further be affected when other effects such as GVD and/or retarded Kerr nonlinearity are included in the propagation model [5,6]. However, in our model we can identify explicitly the reshaping of the pulse when it refocuses again.

In Fig. 11, we plot the on-axis intensity for two different input powers. It can be seen that for higher input powers the dip in the on-axis intensity becomes smaller; this feature is consistent with experimental result [7] [see Fig. 7(b)]. In addition we see that the minimum point for the on-axis intensity further away from the lens for higher input powers, in agreement with the experimental observation [7]. It is also important to emphasize that this refocusing phenomenon does not appear very strongly in the case of a 0.275 cm laser beam. The experimental results have not been analyzed completely, but it is clear that there is a significant difference in the propagation between a 0.275 and 0.2 cm beam radius. Such a transition is clearly seen in our analysis as well. In our analysis the transition appears around a beam radius of 0.1 cm, which is much lower than the experimental observation. However, this discrepancy can be attributed to our ap-
proximate method. In summary, we can explain the origin of the refocusing phenomenon from a simple model which is in qualitative agreement with the experiment [7].

D. Effect of higher-order nonresonant susceptibility
($\beta \neq 0, \gamma \neq 0$)

In the previous section, we have shown how the plasma generation through multiphoton ionization can lead to a balance between self focusing and defocusing. It is clear from Eqs. (17)–(19) that if there are any other higher-order contributions to the nonlinear susceptibility function, they may have an important role in the defocusing process. Here, we show that if there is a negative $\chi^{(5)}$ effect it can significantly contribute to the defocusing process depending on the magnitude of the $\chi^{(5)}$ value. Let us assume that $\chi_{\sigma}^{(5)} = -3.6 \times 10^{-29}$ (esu) which corresponds to $n_4 = 10^{-32}$ cm$^2$/W$^2$. To demonstrate the effect of $\chi^{(5)}$ we consider only one particular slice of the pulse namely $\tau = 0$ and a collimated beam with a beam radius $a_0 = 0.5$ cm. In Fig. 12, the peak intensity (normalized to the input intensity $I_0$) is plotted as a function of $\tau$ (in units of $ka_0^2$). The solid and dotted lines represent the case when the defocusing is entirely due to multiphoton ionization and $\chi^{(5)}$, respectively. The dotted-dashed line includes the effect of both multiphoton ionization and $\chi^{(5)}$. It can be seen in Fig. 12(a) that when the input power is just above the critical power the $\chi^{(5)}$ effect dominates the defocusing process, and depending on the conditions a strong plasma may not be generated in this regime. On the other hand, when the input power is well above the critical power, then both the ionization and $\chi^{(5)}$ contribute to the defocusing process [see Fig. 12(b)]. In this case both effects may not be separated from each other, and clearly a strong plasma would be generated as well. Furthermore, if the sign of $\chi^{(5)}$ is positive then we may have a case where even more plasma is generated in order to overcome additional focusing due to a positive $\chi^{(5)}$. As we pointed out earlier, at this point we do not have specific values on the magnitude and sign of the $\chi^{(5)}$ coefficient for nitrogen or oxygen. Thus whether higher-order susceptibility terms have an effect will rely on further experimental studies.

III. CONCLUSION

In conclusion, we have demonstrated that using an analytical method many of the properties of the femtosecond pulse propagation in air can be explained in a much simpler physical form than previously studied. The most important result is the fact that we are able to show that the defocusing created by the plasma generation can be described, at least qualitatively, as an effective higher-order $\chi^{(n)}$ like effect. This connection provides a much more transparent interpretation of the pulse propagation phenomenon in air. Furthermore, certain connections can be made between the pulse propagation in an ionizing medium and in a saturable or $\chi^{(5)}$ medium. Using our method, we were not only able to recapitulate some of the previous numerical simulations and provide
analytical interpretation, but we obtained qualitative agreement with experimental results as well. In this respect our approach could be used to make certain predictions and can guide the numerical simulations.

The possible effect of higher-order nonresonant susceptibilities, namely a \( \chi^{(5)} \) effect is described qualitatively. We showed that although the magnitude of \( \chi^{(5)} \) is small it can contribute significantly to the defocusing process. Since we do not have specific values for the sign or the magnitude of \( \chi^{(5)} \) we are not able to provide absolute conclusions.
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